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Analogies inspire creative solutions to problems, and facilitate the creative expression of ideas and the explanation of complex concepts. They

have widespread applications in scientific innovation, creative writing, and education. The ability to discover creative analogies that are not

explicitly mentioned but can be inferred from the web is highly desirable to power all such applications dynamically and augment human

creativity. Recently, Large Pre-trained Language Models (PLMs), trained on massive Web data, have shown great promise in generating mostly

known analogies that are explicitly mentioned on the Web. However, it is unclear how they could be leveraged for mining creative analogies not

explicitly mentioned on the Web. We address this challenge and propose Creative Analogy Mining (CAM), a novel framework for mining

creative analogies, which consists of the following three main steps: 1) Generate analogies using PLMs with effectively designed prompts, 2)

Evaluate their quality using scoring functions, and 3) Refine the low-quality analogies by another round of prompt-based generation. We

propose both unsupervised and supervised instantiations of the framework so that it can be used even without any annotated data. Based on

human evaluation using Amazon Mechanical Turk, we find that our unsupervised framework can mine 13.7% highly-creative and 56.37%

somewhat-creative analogies. Moreover, our supervised scores are generally better than the unsupervised ones and correlate moderately with

human evaluators, indicating that they would be even more effective at mining creative analogies. These findings also shed light on the

creativity of PLMs .
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1 INTRODUCTION

Analogies make connections between concepts as well as their attribute values and are at the foundation of
creativity and cognition [8, 24]. They are a form of combinational creativity (unfamiliar combination of familiar
ideas) that exploit shared conceptual structure and are widely used in science as well as art.  [9]. For example,
analogies can facilitate creative designs as they might help identify non-obvious, useful connections [4]. Similarly,
they also inspire scientific discovery [20], such as, Bohr-Rutherford solar system model of the atom and William
Harvey's description of the heart as a pump. Analogies are also useful for explaining a complex concept to a
learner since they map the complex concept to a more familiar concept that is easier to understand [23].

Thus, it is naturally desirable to facilitate the discovery (or creation) of analogies. However, how to generate such
creative artifacts at a large scale remains an open question. According to the Stage-and-Loop-based theories of
creativity  [37], the process of making creative products is multi-stage and iterative. For example, Wallas  [62]
suggests a four-stage theory based on case studies of idea generation in scientists: preparation, incubation,
inspiration, and verification. These stages correspond to gathering information related to the task, pondering the
information and making connections, getting an idea based on a novel way of looking at the information, and
analyzing and polishing the idea into a finished product.

For gathering information, the Web is an excellent resource since it contains all kinds of information and
knowledge. It also contains many examples of analogies that are mentioned directly in a webpage while many
others could be inferred from multiple webpages using combinational creativity; we refer to such analogies as
creative analogies. Accordingly, being able to mine creative analogies from the Web is a highly attractive goal
because it would enable us to create a large repository of analogies. This repository could then be used to support
various applications, such as, creative writing. Moreover, as the Web grows, the analogy repository can grow
naturally over time. However, it is impossible for humans to manually discover creative analogies due to the sheer
scale of the Web and difficulty in analogical inference across webpages.

Table 1: Sample creative analogy mined using our framework.

Target Domain Analogy

Candidate
Generation

Machine
Learning

A good analogy for understanding candidate generation is to think of it as sifting
through a pile of sand looking for gold. The “candidate” in this analogy would be the
gold, and the machine learning algorithm is the person doing the sifting. In order to
find candidates, the algorithm needs to have some way of identifying which pieces

of sand are worth further inspection. This might be done by checking how shiny
each piece of sand is, or by measuring its weight.

Thus, we study how to automatically mine a new kind of knowledge from the Web that has not yet been studied,
i.e., mining creative analogies to augment human creativity. Although much research has been done on analogy
modeling [18, 43], how to mine the Web to extract analogies at large scale remains an open challenge. Therefore,
we propose to study this problem in this paper.

Recently, large language models, such as GPT-3 [10] have been trained on massive Web data. In a way, they have
already undergone the “preparation” stage of creativity from the Web to complete a variety of tasks. Indeed, a
recent work has even demonstrated great promise of prompting large, pre-trained neural language models to
generate analogies  [7]. However, the analogies generated in that work are generally known analogies, meaning
that they have appeared in the Web data used to train the language models. In this paper, we investigate whether
PLMs can also be used to generate creative analogies that are not explicitly mentioned on the Web.

Specifically, we propose a novel Creative Analogy Mining (CAM) framework that leverages large-scale pre-trained
language models (PLMs) with effectively designed prompts and multiple scoring functions to quantitatively
measure three desirable properties of a creative analogy, i.e., its analogical style, coherent meaningfulness, and
novelty. The basic idea of CAM is to prompt a PLM appropriately to elicit the knowledge about concepts learned by
the PLM (via training on the Web data) and encourage the PLM to perform analogical reasoning so that it would
generate not only analogies explicitly discussed on the Web but also potentially novel analogies. This roughly
corresponds to the “incubation” and “inspiration” stages of creativity. The scoring functions can then be used to
rank and identify the creative analogies generated by the PLM, roughly corresponding to the “verification” stage of
creativity. The CAM framework also includes an iterative process to potentially mine more creative analogies by
iterative prompting. Figure 1 illustrates this framework (section 4). Our framework is general enough to be used
either in an unsupervised or supervised way.

We evaluate the proposed CAM framework by human evaluation of analogies mined from three domains, i.e.,
cybersecurity, machine learning, and middle school science. We find that the unsupervised instantiation of the
framework is effective to generate 13.7% highly creative analogies and 56.37% somewhat-creative analogies. Table
1 shows a sample analogy mined using our framework that was rated as being creative by humans. We also
conduct comprehensive experiments to assess our scoring functions against human ratings of the generated
analogies, and find that our supervised scoring functions correlate moderately with human ratings, indicating that
a human-in-the-loop or co-creative system would be even more effective at mining creative analogies.

Overall, the promising results of CAM not only imply that it can be used to power interesting applications such as
providing creative analogy examples, e.g., to explain a concept for improved online learning, but also suggest that
PLMs can be used as a powerful creativity mining tool for performing many interesting text mining and discovery
tasks on the Web, opening up a novel paradigm of mining the Web at scale that can naturally adapt to the Web
content via continuously training/adapting the PLMs to the new Web data.

2 RELATED WORK

In this section, we discuss related work in three main areas: Computational Creativity, Analogy Discovery, and
Web and Text Mining.

2.1 Computational Creativity

Computational creativity is an active research area that aims to study the development of computational systems
that demonstrate creative behavior  [13]. Data mining and machine learning approaches have commonly been
used to generate a variety of creative artifacts  [19, 56], including both non-text and text (e.g., images  [33],
metaphors  [60], drugs and proteins  [29]). For text-based combinational creativity, typically statistical pattern
mining approaches have been used, for example, for metaphor generation based on word-co-occurrence [59, 60].

1

Figure 1: CAM framework for creative analogy mining.
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However, such methods have limited power and recently, pre-trained language models have shown a greater
success in generating creative text, such as riddles [40], satire [68], and poems [6], as they have already been
trained on massive text data. In this direction, one line of work fine-tunes the models on curated datasets  [40,
68]. Here, the loss function is optimized to generate the desired creative texts and often requires a lot of
additional data. On the other hand, prompting pre-trained language models  [42] is more desirable as it can be
performed in a zero-shot or few-shot manner. In this paradigm, the given task is directly framed as a language
modeling task, where given a textual input or prompt with unfilled slots, the language model is tasked to fill those
slots to obtain the output.

There is some work that leverages prompt-based PLMs as a fully automatic tool (e.g., for analogy generation [7])
or as part of a human-machine collaborative tool for supporting humans in creative tasks, such as idea
generation [16] and story-writing [54]. However, unlike our work, they do not systematically evaluate and refine
the generated artifcats in a unified framework. But, evaluation is a challenging yet important component of
creative systems  [37]. In the generate-then-test setting, the creative process is divided into separate phases for
generating and evaluating the creative artifacts respectively [19]. For example, PIERRE [44] is a recipe generation
system that uses a genetic algorithm for generation and neural networks trained on user ratings for evaluation.

We propose a similar idea of using multiple, light-weight scoring functions to evaluate the creativity of the PLM-
generated analogy for a desired application. Technically, our idea is similar to using a trained model, called
verifier, to assess the prompt-based PLM model outputs [12, 70]. Leveraging user feedback has also recently been
used in a reward model and reinforcement learning-based framework to make large language models better at
following user intent [47]. Our proposed supervised scorers and user evaluation data can be easily integrated in
such a framework. Importantly, to the best of our knowledge, we are the first ones to apply a PLM-based generate
and evaluate framework for a creative data mining task that can generate insights to augment human creativity.

2.2 Analogy Discovery

Much work has been done on discovering analogies mostly in the context of idea mining [4, 64]. Our work can be
positioned as in the category of mining ideas from text information  [55], including, e.g., patents, literature
articles  [2, 51, 71], social media data  [36], information on the Web [2], using various techniques such as topic
modeling [3, 63], deep learning [25], information retrieval [11], bibliometric analysis [46], prompting pre-trained
language models [7, 57]. Among all the previous work, from the perspective of Web mining at scale, the work [7] is
most promising. Our work is a direct extension of the work  [7] to enable mining of creative analogies from the
Web that are unseen on the Web.

Virtually all the work on analogy mining attempts to capture semantic similarity in some way. For example, Hope
et al. [25] formulated the analogy mining task as to retrieve similar text (product descriptions) for scientific
innovation based on similarities between their learned representations. In contrast, we use a unified framework
based on prompting a pre-trained large-scale language model, which enables our framework to both
retrieve/extract explicitly mentioned analogies on the Web and generate novel analogies.

Our work can also be combined with other lines of work, including combining computational analysis with human
input (e.g., discovering business ideas using crowdfunding  [38]) and application-specific mining (e.g., analogy
search engine for product design [21]), to enable them to use more knowledge from the Web.

2.3 Web and Text Mining

Mining Web data has been extensively studied since two decades ago [34] with much work focused on mining text
content on the Web  [1, 28]. Commonly used text mining techniques include information extraction  [45], topic
modeling  [17], sentiment analysis  [69], and neural networks  [65]. Our work can be viewed as exploring a new
kind of text mining algorithms by leveraging pre-trained large-scale neural language models. While such language
models have been widely used for improving text representation in many application tasks, few studies have
attempted to use them as a text mining tool. Specifically, such PLMs are trained using massive amounts of text
data on the Web that contain knowledge about all kinds of topics. However, due to the non-interpretability of
neural LMs, the knowledge is “hidden." Our main idea is to use various prompts to encourage those models to
explicitly express the relevant knowledge that we want in the form of generated text, which we can then iteratively
evaluate and refine for our text mining needs. As shown in our evaluation results, such a novel strategy of text
mining appears to be quite promising and powerful.

3 PROBLEM FORMULATION

We formally define the analogy mining problem as follows.

Given a fixed corpus of data source (which can be as big as the entire web-scale data), for any given target concept
t expressed as a phrase, the analogy mining problem is to identify a source concept expressed as a phrase s that is
analogous, or comparable in a meaningful way, to the given target concept t, and provides an explanation or
justification Y, expressed as a set of natural language sentences, on how the two concepts are connected, i.e., what
the two concepts’ analogical mappings are. For example, in the analogy in table 1, “sifting though a pile of sand” is
the source concept for the target concept “candidate generation” and the rest of the text is the explanation. For
simplicity, we denote X as the input to the analogy mining problem (which includes the target concept t), and Y as
the output (which contains the source concept s). In case of creative analogy mining, the goal is to discover a
creative analogous concept s which is not explicitly mentioned in the existing corpus, but the identified analogical
explanation Y is meaningful.

Note that mining of creative analogies requires some form of inference and is thus significantly more challenging
than simply extracting analogies from large amounts of text data. Evaluation of creative analogies also poses
special challenges since we cannot possibly enumerate all the creative analogies in advance.

To make the problem more tractable, we must identify specific criteria that define creative analogies so that we can
assess the mined analogies based on their overall creativity. Following existing work on assessing creativity [50],
we aim to mine analogies that are typical (i.e., possess properties of typical analogies), meaningful and novel.
Accordingly, we define the following criteria for assessing creative analogies in this work:

How to computationally measure these desirable properties is the main technical challenge that we need to
address. Below we discuss how we tackle this challenge in the proposed CAM framework.

4 THE CAM FRAMEWORK

Inspired by the existing theories on computational creativity [37], we propose an iterative generation-evaluation
framework for mining analogies based on PLMs as shown in Figure 1.

The framework consists of the following three main steps.

Thus, our framework is more general than the existing work on generating analogies using PLMs [7], which only
covers Step 1.

The three components as discussed above could be flexibly combined to create an end-to-end pipeline for creative
analogy mining. For example, the various scorers could be used as sequential filters to create a high-precision
model that selects the most creative analogies for an application. As shown in Figure 1, one option is to apply a
specified threshold θ on analogical style function g to filter out the text in non-analogical style. Further, we can
linearly combine the meaningfulness score function r with the novelty function n to rank the generated analogies
and select the top-ranked ones. As there is generally a trade-off between meaningfulness and novelty, e.g.,
completely random text would be highly novel but not meaningful, their combination could be optimized based on
the application. To improve the recall (i.e., discover as many creative analogies as possible), the entire pipeline
could be used iteratively.

4.1 Unsupervised Instantiation of CAM

As it is naturally desirable to be able to generate creative analogies even without having access to any human
assessment or supervision, which enables analogy generation at large scale, we first propose an unsupervised
instantiation of the CAM framework.

4.1.1 Prompting PLMs for Analogy Generation: Given the promise of using prompts for this task[7], we use a few
manually designed, zero-shot textual prompts for PLMs to generate analogies. This is a generative task to generate
an analogy Y given an input X (i.e., the prompt) that maximizes the conditional probability, p(Y|X).

• Analogical Style: The most basic requirement to assess any analogy is whether it contains an analogy-like
text or not.

• Meaningfulness: A meaningful analogy is defined to be factually correct and reasonable, e.g., containing
truthful facts about the source and target concepts and valid analogical mappings.

• Novelty: A creative analogy must be novel or original when compared to other analogies explicitly
mentioned in the corpus.

• Step 1 (Generate): The PLM with proper prompts is used to generate potential analogies.

• Step 2 (Evaluate): We then apply several scoring functions to automatically assess the quality of the
generated text responses in terms of the three criteria of creative analogies 3. Specifically, we design scoring
functions to assess the responses generated in Step 1, in terms of the analogical style (g), meaningfulness
(r), and novelty (n), and identify the high quality analogies. The output of this step gives us the mined
creative analogies.

• Step 3 (Refine): The low quality responses from Step 2 are fed back into the PLM in another round of
prompt-based generation to potentially elicit more creative analogies. The second round of prompts could
be either manually designed or learned based on feedback from scorers (for example, by using
reinforcement learning [14]). This step can be iteratively applied until a stopping criterion is reached, such
as the automatic scores assigned to the text responses in the following rounds do not improve.
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4.1.2 Scoring Functions: Standard metrics for evaluating natural language like ROUGE [41], METEOR [5], etc.
are not appropriate for evaluating creative analogies because they do not measure the three criteria of creative
analogies (section 3). Thus, we design an unsupervised scoring function each for those criteria.

Finally, based on the designed scoring functions, the Creative Analogy Ranking Score of Y is defined as follows:

(4)

where α and β are interpretable hyperparameters that could be tuned or set based on the application needs.

4.1.3 PLM Self-Editing via Prompt Refinement. We propose a simple self-editing strategy for improving the
quality of generated responses. Here, the text generated by the PLM in the first iteration, Y, is concatenated with
X, either the original prompt or a new prompt explicitly designed to instruct the model to improve a specific aspect
of Y based on the feedback from the scorer (e.g., “Write a more novel analogy for <target>”.). Thus, the response
generated in the next iteration is conditioned on both the response from the first iteration, and the instruction
prompt. This would encourage the PLM to edit and improve their original response.

Although this idea could potentially be used to edit and improve all aspects of a creative analogy, we do a
preliminary exploration of refinement based on the feedback from the analogical style scorer only. Specifically, if
the generated response is classified as being not analogy-like, it is concatenated with the original prompt and the
augmented prompt is used for the next round of generation.

4.2 Supervised Instantiations of Scorers

Given some human annotations (e.g., based on a likert-scale) for analogies based on the three criteria, it is feasible
to train a supervised model to automatically score other analogies. Thus, we design the following two types of
supervised methods.

5 EXPERIMENTS

In this section, we describe the implementation details, the datasets used, problem setup, and results of our
experiments.

We aim to investigate the following main research questions: 1. How effective is the CAM framework in mining
creative analogies? 2. How well do our designed scoring functions work for assessing multiple aspects of creative
analogies? 3. Does adding supervision from human ratings improve the performance compared to unsupervised
scoring functions? 4. Can prompt refinement (self-editing) improve the quality of the generated creative
analogies?

5.1 Implementation

In this section, we describe the implementation details of major components of our CAM framework. More details
about hyperparameters and training set construction are in Appendix A.3.

5.1.1 PLM generator: For generating analogies of all target concepts, following [7], we use the largest InstructGPT
model [48] (text-davinci-0010) , i.e., GPT-3 aligned to follow human instructions, provided by OpenAI API . We
also used the same hyper-parameters and prompts as theirs, namely, five synonymous prompts zero-shot prompts
directly asking the PLMs for analogies (Table 7, Appendix A.2). For example, “Explain <target> using an
analogy.” By design, these prompts do not explicitly instruct the model to generate creative analogies as we aim to
investigate if PLMs can do that even without significant prompt engineering. For ML and cybersecurity, we added
the domain after the target concept in parentheses to help contextualize the PLM and avoid any ambiguity.

5.1.2 Scoring Functions: Implementation details of the scorers that assess the generated analogies are described
below.

• Analogical Style Scorer: We define the scoring function g(Y) as the output of a classifier in terms of its
classification probability,

(1)

where g(Y) measures the probability that Y is an analogy-like text. Such a classifier requires examples of
analogies and non-analogies for training. Instead of using manual labels, we use zero-shot prompting of
pre-trained language models to generate synthetic examples of both styles of text. Details of prompts for
both types of text generations are shown in Appendix A. We then fine-tune a PLM on these generated
examples.

g(Y ) = p(Analogy|Y ),

• Meaningfulness Scorer: Although existing work has studied how to evaluate the factual correctness of
generated text, (e.g, for abstractive summarization [22]), it is unclear how to directly use them for assessing
correctness of novel analogies. Recently, self-consistency has recently been quite successful in solving
reasoning problems (e.g., math problems) by consensus on the final answer tokens generated by pre-trained
language models using an ensemble of prompts[39, 66]. Thus, we leverage a Self-Agreement (SA)-based
function r(Y) to measure the agreement or similarity between Y  (the analogy of interest) and a set of K
variations of analogies Y  generated for the same target concept t under various model configurations
(denoted by subscript k). As a higher consensus among all the variations suggests a higher probability of
correctness, given K analogies for a target concept, we estimate the correctness and validity of a generated
analogy in a given setting Y  as follows:

(2)

where sim can be any reasonable text similarity function.
We obtain the variations of an analogy by sampling text for the same target from multiple prompts and
temperatures.

i

k

i

r(Yi) = ∑
k∈K,k≠i

sim(Yi, Yk)
1

K − 1

• Novelty Scorer: This function evaluates how original the generated response is when compared to existing
explicitly mentioned analogies in the corpus about the same target concept. Specifically, we design a
semantic distance-based function, n(Y), which defines the minimum cosine distance between Y and the
top K analogies (denoted as w  for ∀k ∈ K) obtained from a background corpus of the same target concept,
i.e.,

(3)

In order to retrieve such a background corpus, we design the following search queries to query the Web
using search engines:

k

n(Y ) = min
k∈K

(1 − sim(Y , wk))

- Source-specific queries for Web analogy retrieval: To precisely retrieve analogies from the
Web that are most similar to an existing analogy Y, we construct queries containing both the
generated source (as present in Y) and the target concepts, joined by analogy indicating phrases, such
as “like”, “similar to”, etc. For example, <target>  is like <src> (Appendix A.2, table 11). When the
PLM-generated text Y contains content more than the source concept, we also need a parser to
identify the source concept in Y. To that end, we design a one-shot prompt (Appendix A, table 9) and
leverage PLMs to do so.

2

- General queries for Web analogy retrieval: The goal here is to cast a wider net and identify
some commonly found analogies from the Web of the target concept. These queries contain only the
target concept and analogy indicating phrases, e.g., <target> is like, (Appendix A.2, table 10).

α ∗ r(Y ) + β ∗ n(Y ),

• Absolute rating: Here, the input is a single analogy and the model is trained to output a discrete rating for
an aspect, like novelty, on a scale (e.g., 1-4). Formally, it is defined as follows:

(5)

where s(Y) measures the probability that Y has a rating of l.

s(Yi) = p(l|Y ),

• Ranking by pairwise-comparisons: Inspired by ranking losses [30], which learn to discriminate
between positive and negative examples, we propose pairwise ranking as a generative task to achieve
a similar goal of discriminating between analogies of varying qualities based on some scale. Instead of using
a loss function, the generative formulation allows us to flexibly use black-box models, like GPT-3, that are
available to fine-tune for generative tasks only. Specifically, the input consists of two analogies as part of the
prompt and the model task is to identify the better (e.g., more meaningful or novel) analogy out of them
(i.e., first or second) and generate labels 1 or 2 accordingly. Formally,

(6)

where s(Y ) measures the probability that Y  has a rating greater than that of another analogy Y  on a given
scale. In general, there can also be ties, but we ignore that case for simplicity.

s(Yi) = p(li > lj),

i i j

3 4

• Analogical Style Scorer: For developing the Analogical Style Scorer, we fine-tuned BERT for sequence
classification [15] using the HuggingFace library  on the synthetic dataset (section 4.1.2). Probability
threshold to filter non-analogies was set to 0.5.

5

• Similarity score: For all similarity computations, we leverage one of the state-of-the-art models for
computing semantic similarity of longer text like sentences, Sentence-BERT [49].

• Semantic distance-based Novelty Scorer: We leverage Microsoft Bing API  for search-engine based
retrieval and retrieve the snippets of the top 10 results for each query.

6

• Creativity Ranking Score: α and β in Equation 4 are set to 0.5.

• Supervised Meaningfulness and Novelty Scorers: Open AI GPT-3 (curie) model is fine-tuned using
default parameters for all the scorers. We report average results from three different runs. The test set is
comprised of analogies of 100 randomly sampled target concepts from each domain, such that there is no
overlap between the train and test set target concepts. A single model is trained on the train data from all
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Motivated by the practical utility of the mined analogies, we identified three domains with abstract concepts that
could potentially be explained well using analogies: Science, Cybersecurity, and Machine Learning. These three
domains are different because we expect more information, including analogies, about science concepts to be
online compared to machine learning and cybersecurity.

For the science domain, we used the same set of 109 target concepts introduced in [7]. These were compiled from
analogical questions on Chegg.com . For cybersecurity and machine learning, we did not find any existing
resources of concepts with analogies. Instead, we crawled online glossaries    to identify target concepts.

5.2 Problem Setup

The problem of evaluating automatically generated creative analogies in specialized domains is itself challenging.
This is because (1) all possible correct answers cannot be pre-specified, (2) manual evaluation is subjective and
cognitively demanding. Thus, we primarily use human evaluation to assess our framework. Moreover, large-scale
expert evaluation is infeasible because it is expensive and time-consuming. Thus, we mainly rely on crowd
annotation, as is also standard in other natural language evaluation tasks [52].

Since previous work has shown that the largest InstructGPT model is the best among all the InstructGPT models
at generating meaningful analogies [7], we evaluate our overall framework with this model alone and study the
effectiveness of the various scoring functions. The following baselines and evaluation metrics are used to compare
our models against crowd ratings.

5.3 Human Evaluation of Unsupervised CAM

To evaluate the unsupervised CAM framework (section 4.1), human evaluation was conducted via Amazon
Mechanical Turk.

5.3.1 Study Design. We compiled a total of 747 target concepts, 109, 240, and 398 target concepts from the
science, cybersecurity, and ML domains, respectively. A total of 22,410 candidate analogies (6 generated samples *
5 prompts per target concept) by prompting InstructGPT in various configurations. We then ran the Analogical
Style Scorer on all the candidates to identify likely analogies (Section 5.4.1), which results in a total of 19.4k
analogies.

Next, we selected the top-ranked analogies based on the Creative Analogy Ranking score. Overall, a total of 1075
unique analogies (347 from Science, 349 from Machine Learning, and 379 from Cybersecurity), were evaluated by
3 workers each, which is common in previous work on evaluation of automatically generated text [58].

The study had two main questions asking workers to evaluate the generated responses based on the following: 1.
Meaningfulness, i.e., whether it is a correct and valid analogy (Likert-scale: 1-4). For simplicity, we asked that non-
analogies also be rated low on this dimension. 2. Novelty, i.e., whether similar text can be found online or not.
(Likert-scale: 1-4). We used internet searches as a proxy for evaluating novelty because the PLM training corpus
was not publicly available but it is a subset of the internet [10]. Additionally, both for worker quality check (i.e.,
preventing spamming), and for understanding the reasoning behind workers’ novelty ratings, workers were asked
to submit their search queries that they used to check for novelty, along with the web urls they found (if any).

We conducted initial screening tests to identify high quality workers and sixteen workers were selected to
complete the tasks. Please refer to Appendix A.1 for more details of the study design.

5.3.2 Annotation Data Analysis. On average, each crowd evaluator submitted 1.4, 2.5 and 2.6 queries in the
science, ML, and Cybersecurity domains respectively. Lower number of queries in science domain is expected
because it is easier to find science analogies online. Overall, this indicates that the crowd annotators spent
reasonable effort on novelty evaluation.

The inter-annotator agreement (Krippendorf's α [35]) are as follows: Meaningfulness - Science = 0.247, ML =
0.136, Cybersecurity = 0.288, Novelty - Science = 0.402, ML = 0.197, Cybersecurity = 0.2. One possible reason for
the relatively low inter-annotator agreement may simply be due to the subjective nature of the nature of the task
[52], but another possibility could be that the crowd workers were not experts in domains like ML and
Cybersecurity. Thus, we conducted a quality check to test whether their ratings could be used reliably for our task.
We compared their average ratings  in the ML domain against a subject matter “expert” annotated dataset. To
create the expert dataset, one author of this paper and another graduate student with research experience in
Machine Learning rated the analogies via mutual discussions.

Upon comparing the agreement of crowd ratings against the expert dataset, we find that crowd ratings are better
than the baseline strategies mentioned in 5.2. Also, the τ between expert and crowd rating (τ = 0.39 for
Meaningfulness and τ = 0.49 for Novelty) indicates moderately strong correlation between crowd and expert
ratings[32], suggesting that the quality of the crowd annotations is reasonably good (refer table 6, Appendix A for
details).

5.3.3 Crowd Evaluation Results. Table 2 shows the overall results of crowd evaluation, in terms of average ratings
for Meaningfulness and Novelty, and the counts of mined Novel, Meaningful, and Creative (both Novel and
Meaningful) analogies, i.e. analogies with average rating>3.3. We can see that the performance varies by domain.
For example, for the Science domain, the least number of novel responses were generated. This is most likely
because there are several science analogies online that InstructGPT would have been trained on, and it simply
retrieves those. Overall,  of the selected responses were highly creative analogies. Using a lower
threshold (i.e., average rating>2),  of the analogies were at least somewhat creative. This shows the
effectiveness of the unsupervised CAM framework. Next, we investigate the performance of the individual
components of the framework.

Table 2: Results of crowd evaluation showing total number of analogies rated, average meaningfulness and
novelty ratings, and number of meaningful, novel, and creative analogies.

Domain Total # Avg.
Mng.

Avg.
Nov.

#
Mng.

#
Nov.

#
Ctv.

Science 347 3.18 1.88 228 38 11

Cyber. 379 2.93 2.77 182 132 49

ML 349 3 3.33 156 225 87

Overall 1075 3.03 2.67 566 394 147

5.4 Performance of Scorers

In this section, we investigate the performance of our scorers.

5.4.1 Analogical Style Scorer. For this classifier, we rely on automatic evaluation. We observed high performance
on the synthetic validation set 4.1.2 ( ). This is expected because analogies are generally easy to identify
due to phrases like “is like", “is similar to” etc. Using the trained classifier, ≈ 88% of all the candidate analogies
were classified as being analogy-like, which again confirms that the PLM is reasonably good at this task.

Table 3: Meaningfulness Scorer Performance. SA is the unsupervised Self Agreement scoring function. Sup. Rate
is the supervised model fine-tuned to generate absolute ratings. Sup. Rank is the supervised model fine-tuned to

generate pairwise rankings.

Science Machine Learning Cybersecurity

NDCG@1 NDCG@10 τ NDCG@1 NDCG@10 τ NDCG@1 NDCG@10 τ

Majority .8014 ±
.02

.8014 ±
.02

- .7555 ±
.00

.7555 ± .00 - .7387 ±
.02

.7387 ±
.02

-

Random .7978 ±
.05

.7978 ± .05 .05 ±
.05

.7605 ±
.01

.7605 ± .01 .05 ±
.02

.7508 ±
.05

.7508 ±
.05

.02 ±

.04

SA .9167 ±
.00

.8585 ±
.02

.14 ±
.03

.75 ± .00 .8269 ±
.02

.04 ±
.02

.6111 ± .16 .6346 ±
.09

− .0 ±
.07

Sup.
Rate

.871 ± .02 .871 ± .02 .26 ±
.07

.8042 ±
.01

.804 ± .01 .22 ±
.04

.7477 ±
.05

.7477 ± .03 .13 ±
.04

Sup.
Rank

1.0 ± .00 .904 ± .03 .26 ±
.07

.8611 ±
.14

.8175 ± .04 .17 ±
.04

.8055 ±
.11

.7926 ±
.05

.12 ±

.02

5.4.2 Performance of Meaningfulness Scorers. Table 3 shows the average performance of our meaningfulness
scorers evaluated by humans. Below are our main findings.

the domains, and is tested on each domain separately. We design simple prompts for both the fine-tuning
tasks (see Appendix A.2.1).

7

8 9 10

• Baselines: We use the following baselines for all experiments.
- Majority assigns the most common value (i.e., mode) of the reference human ratings to every sample.

- Random randomly assigns a rating between 1 − 4 to a sample.

• Evaluation Metrics:
Following existing work on evaluating the automatic metrics for assessing natural language generations
(e.g.,  [53]), we use Kendall's Tau-b (τ) [31] to measure overall agreement of automatic scores with human
ratings. Additionally, we also measure the top-k performance using Normalized Discounted Cumulative
Gain (NDCG@k) [26] because our scoring functions are ultimately used to rank and select the most creative
analogies.

11

13.7%(147/1075)

56.37%

F1 = 97%

• Unsupervised scoring function:. The performance of self-agreement varies by domain. Compared to the
baselines, it mainly achieves better overall performance in the Science domain alone. We suspect this is
because science domain has a lot of available online information (including analogies) on which the



10/3/23, 9:57 PM CAM: A Large Language Model-based Creative Analogy Mining Framework

5.4.3 Performance of Novelty Scorers. Table 4 shows the performance of novelty scorers. The performance of the
unsupervised, semantic-distance based scoring function is relatively stable across all domains, and generally
better, overall, than the baselines. This suggests it could be used as a general and robust way to assess the novelty
of generated responses.

Table 4: Novelty Scorer Performance. Sem-dist is the unsupervised scoring function that computes semantic
distance to a background corpus. Sup. Rate is the supervised model fine-tuned to generate absolute ratings. Sup.

Rank is the supervised model fine-tuned to generate pairwise rankings.

Science Machine Learning Cybersecurity

NDCG@1 NDCG@10 τ NDCG@1 NDCG@10 τ NDCG@1 NDCG@1 τ

Majority .4803 ±
.01

.5095 ±
.00

- .8288 ±
.00

.8288 ±
.00

- .6961 ±
.01

.6961 ±
.01

-

Random .7936 ±
.00

.7936 ±
.00

− .01
± .05

.7621 ±
.00

.7621 ± .00 .05 ±
.00

.7186 ±
.02

.7186 ±
.02

− .02
± .01

Sem-dist .7778 ±
.08

.75 ± .01 .27 ±
.07

.8889 ±
.04

.8492 ±
.02

.19 ±
.05

.8333 ±
.11

.7704 ±
.02

.17 ±

.06

Sup.
Rate

.5227 ±
.19

.6327 ±
.08

.33 ±
.07

.8599 ±
.02

.8599 ±
.02

.18 ±
.07

.8567 ±
.07

.8274 ±
.03

.33 ±

.05

Sup.
Rank

.5833 ±
.14

.6894 ±
.02

.26 ±
.07

1.0 ± .00 .8929 ±
.03

.13 ±
.03

.9444 ±
.04

.8096 ±
.03

.22 ±

.03

Table 5: Sample text generated by the PLM before and after prompt refinement.

Generated Text

Before Attack surface is the potential entry points an attacker could use to gain access to a system. It can be
thought of as the sum total of all the ways an attacker could get into a system. Attack surface can be

increased...

After Attack surface can be thought of as the doors and windows of a house. The more doors and windows a
house has, the easier it is for someone to get in. The same is true for a computer system. The more ways

an attacker can get into a system, the easier it is for them to gain access.

The overall trends for supervised methods compared to unsupervised methods, and supervised ranking vs. rating
are similar to the meaningfulness scorers. The novelty scoring functions generally achieve moderate correlation
with human ratings based on τ.

In terms of NDCG@k scores, the science domain seems to be the most challenging as no method was able to beat
the random baseline. This could be because it has very low overall novelty. Thus, the models potentially did not
have enough samples with very high novelty (i.e, top-ranked samples) to learn from. In future, we could explore
the following: 1) since the sem-dist function has a more stable performance due to the precise background
knowledge from the web, it could be used as a feature to improve the supervised novelty scoring function; 2) apply
the self-editing strategy to generate more novel analogies in this domain.

5.5 Analysis of self-editing strategy

Results from the previous sections, indicate that there is still room for improving the recall or mining more
analogies using PLM. We now investigate whether the second round of prompting, augmented with the response
from the first round, could help generate more analogy-like text. We found that majority (86.8%) of the candidates
generated using the second round of prompts were classified as being analogy-like. This indicates that the
additional context provided by the response from the first round of generation is a helpful prompt-refinement for
this task that could enable the PLM to self-edit. Table 5 shows an example of an analogy where the refined prompt
helped improve the response. The text generated in the first round contains no analogy at all but when leveraged
to refine the prompt in the second round, leads to the generation of a meaningful analogy. Thus, self-editing via
iterative refinement of prompts with PLMs could be further explored in future for this task. Specifically, it would
be interesting to explore how to mine more meaningful and novel analogies via self-editing.

6 LIMITATIONS

Our study has the following main limitations: (1) The inter-annotator agreement between crowd annotators is
relatively low, although these scores tend to be open to interpretation [58] and low scores are common in
subjective tasks [52], highlighting the difficulty in evaluation. As suggested in [58], we've released our annotated
datasets online for further investigation by the community. Moreover, our findings that the supervised scorers
(trained on subsets of crowd-ratings and evaluated on held-out test sets) are almost always much better than the
baselines indicate that the ratings contain useful training signals and are not completely stochastic. (2) In some
cases, the performance of our methods is still low. This highlights the difficulty of our new task of creative analogy
mining and directly suggests an interesting new research direction.

7 CONCLUSION

We presented a novel Creative Analogy Mining (CAM) framework for mining creative analogies from the Web and
evaluated its effectiveness. The proposed framework leverages large, pre-trained language models as text mining
tools and prompts such a model to generate analogies based on the knowledge that the model has learned from
large text collections during training. We further propose multiple scoring components, including Analogical Style
Scoring, Meaningfulness Scoring, and Novelty Scoring, to enable mining of creative analogies. Experiment results
using InstructGPT show that CAM is able to infer creative analogies from the Web.

Our work opens up multiple interesting future research directions. First, considering the generality of CAM, its
promising results suggest that we can use it to power a general analogy discovery engine to support many
interesting new applications, enabling many users (e.g., learners, designers, and writers) to discover useful
analogies from the Web. The higher performance obtained by training supervised scorers leveraging user feedback
also suggests that a human-machine collaborative system would be even more effective at mining creative
analogies suitable for an application.

Second, we also found that the novelty of the PLM-generated analogies was low with high meaningfulness in some
domains (e.g., Science), whereas in other domains (e.g., Machine Learning), more novel analogies were generated
although they were not all meaningful. Thus, we see the full spectrum of creative artifacts mined from the Web
using PLMs as stated in Ventura's hierarchical model of creativity  [61], i.e., from Plaigiarized to completely
Random, most likely impacted by the kind of training data available per domain. Thus, more research is required
to achieve “meaningful novelty”  [37] in all domains. For example, how to leverage research on hallucination in
language models [27] to reduce randomness while not sacrificing combinational creativity is highly interesting.

Third, our work shows the great promise of using PLMs as a novel text mining tool. From this perspective, a PLM
can be regarded as first pre-extracting and encoding knowledge from a large corpus, e.g., the Web, and then using
the knowledge for discovery tasks via prompting and iteratively selecting the high-ranked artifacts based on
scoring functions. Such a novel strategy is generally quite efficient, adaptive to the new Web content, and can be
potentially used to perform many creative text mining tasks in the future.
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A SUPPLEMENT

Table 6: Crowd performance compared to expert ratings in terms of NDCG@10, Mean Absolute Error, and
Kendall's tau.

Meaningfulness Novelty

NDCG@10 MAE(↓) τ NDCG@10 MAE(↓) τ

underlying GPT-3 model has been trained. In this case, consensus helps filter out the noisy responses that
were somehow generated under some inference configurations. On the other hand, the model possibly does
not have true knowledge about some rare, technical concepts in the ML and Cybersecurity domain. So, most
model configurations would generate similar, incorrect text representing the model's “best guess” about the
concept. One example in the ML domain is the following analogy generated for NaN traps : “Nan traps
can be thought of as small machines... They are able to do this by trapping particles called nanotubes,...”

12

• Further improvement via supervised learning: The effectiveness of the unsupervised meaningfulness
scoring method, especially in the science domain, means that it can be used to mine creative analogies from
the Web at large scale. However, we are also interested in knowing whether we may further improve its
effectiveness by leveraging human annotations for supervised learning. Our results show that the supervised
models are generally better, overall, than the unsupervised method, confirming that supervision is helpful.
Thus, we may use human (crowd) annotations to further optimize CAM for specific applications.

• Supervised ranking vs. supervised rating: The supervised ranking model generally has best NDCG@k
scores compared to all models including the supervised rating model. Thus, our designed generative
formulation of pairwise ranking achieves the intended goal of high performance at top-k ranking. The rating
model consistently achieves the highest overall τ correlation, which is generally a moderate correlation [32].
These results suggest that the ranking model could be used to select the top most meaningful analogies,
while the rating model could be used when the full ranked-list order is valuable, for example, selecting less
meaningful analogies to improve via self-editing.
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Majority 0.59 1.32 - 0.59 2.06 -

Random 0.63 1.28 0.02 0.74 1.2 0.03

Crowd 0.81 0.98 0.49 0.86 0.66 0.39

A.1 Amazon Mechanical Turk

A.1.1 Annotators. In addition to using a screening test consisting of a single question asking to identify an analogy,
we set the following MTurk qualifications :workers should have completed at least 5k tasks with >98% approval
rate and be located in the US since the task requires proficiency in english (since Mturk does not provide any good
way to identify native english speakers).

A simple definitions of the target from online glossaries was provided to workers as reference and they were
encouraged to refer to the internet to learn more about the shown concepts. Several sample annotations were
provided as part of the instructions to guide workers. Moreover, we were available to answer clarification
questions via a shared chatroom.

Annotators were informed that the data be used for research. We consulted with our university ethics board and
found that IRB was not required for this study. Annotators were paid at the rate of $18/hr. The rate was decided
based on open discussions with them and is above the minimum wage.

A.1.2 Novelty Rating Criteria. Highly Novel (4) : No remotely similar analogies could be found on the web AND it
is not straightforward to infer the analogy from the content on existing websites.

Somewhat novel (3): No similar analogies could be found on the web but it is straightforward to infer the analogy
from the content on existing websites.

Not so novel (2): Similar analogies are present on the web

Not at all novel (1): Same analogy (potentially paraphrased) is present on the web.

A.2 Prompt Templates and Queries

Table 7: Prompts for generating analogies.

Id Prompt

P1 Explain <target> using an analogy.

P2 Create an analogy to explain <target>.

P3 Using an analogy, explain <target>.

P4 What analogy is used to explain <target>?

P5 Use an analogy to explain <target>.

Table 8: Prompt Templates for generating non-analogies for Analogical Style Scorer.

Id Prompt

P1 Explain <target>.

P2 What is <target>?

P3 Explain <target> in plain language to a second grader.

Table 9: One-shot Prompt Template for Source extraction from the generated analogy. The prompt is inspired by
an example prompt provided by the OpenAI API for parsing unstructured text. '''is a stop sequence.

Table summarizing the following analogies: One way to think of empirical risk minimization is as a process of
tuning a machine learning model so that it performs well on the training data. The goal is to find a configuration

of the model parameters that leads to the lowest possible error on the training set. This can be thought of as
analogous to tuning a car's engine so that it runs as smoothly as possible. | Target | Source |Empirical risk

minimization | tuning a car's engine '''<generated analogy>| Target | Source | <target> |

Table 10: General query templates using Microsoft Bing operators for Web analogy retrieval

Id Query

Q1 <domain> +(<target> AND analogy)

Q2 <domain> +("<target> is like")

Q3 <domain> +("<target> is similar")

Q4 <domain> +("just as <target>")

Q5 <domain> +("<target> can be thought of as")

Q6 <domain> +("<target> can be compared to")

Table 11: Source-specific query templates using Microsoft Bing operators for Web analogy retrieval

Id Query

Q1 +(<target>) is like +(<src>)

Q2 +(<target>) is similar to +(<src>)

Q3 +(<target>) can be thought of as +(<src>)

Q4 +(<target>) can be compared to +(<src>)

A.2.1 Prompts for supervised scoring functions. For meaingfulness and novelty rating, the prompt template used
is <anlgy>\ n<label_type>:, where label_type is Meaningfulness and Novelty, respectively. The output
(completion) is the rating on a scale of 1-4.

For meaingfulness and novelty ranking, the prompt template is Option 1:<anlgy1>\ nOption 2:<anlgy2>\ nMore
<label_type>:, where label_type is Meaningful and Novel, respectively. The output is either 1 or 2, depending on
the order of the higher quality analogy in the prompt.

A.3 Implementation details

A.3.1 Analogical Style Scorer. The model was fine-tuned for one epoch with weight_decay=0.01, batch size=4, and
default values for all other hyperparameters.

The training dataset had a total of 1.9k generated non-analogies for concepts from one domain (Science) and we
randomly sampled the same number of analogies generated using prompts. We randomly split the dataest into
80%-20% for training and validation respectively and report accuracy on validation set from 3 different runs.
Finally, we fine-tuned BERT classification model on the full training dataset for 500 steps only (to prevent
overfitting).

A.3.2 Source Extraction from Generated Analogies. For source extraction from the generated analogies, we used
the GPT-3 text-davinci-001 model with temperature=0 to avoid any random generations from outside the analogy
text. Number of maximum tokens is set to 50 as source concept is expected to be a short phrase. If multiple
mappings of source and target sub-concepts are generated (e.g., in case of complex analogies with multiple
mappings and sub-parts), we only use the first extracted source corresponding to the main target concept. If no
source is extracted, we by-pass the source-specific queries and use the entire generated analogy as a query.

A.3.3 Training Data Construction for Supervised Ranking and Rating. To construct pairs for the ranking task, for
each generated analogy, we randomly sample two analogies having a large margin (=1) between their ratings.
Additionally, to prevent any bias due to the order of analogies in the input, we also create additional data samples
with the same input pair in the reversed order and output label reversed. Overall, there are 3.2 k pairs, on average,
in the training set for supervised meaningfulness ranking, and 2k for novelty ranking. The unique analogies in the
training set used for the ranking models are used as the training set for the rating models to enable comparison
between them. To account for the larger number of samples, the ranking models are fine-tuned for only one epoch,
and rating models for the default four epochs.

Figure 2: Screenshot of Amazon Mechanical Turk evaluation interface.
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