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ABSTRACT
The availability and generation of digitized newspaper collections
have provided researchers in several domains with a powerful tool
to advance their research. More specifically, digitized historical
newspapers give us a magnifying glass into the past. In this paper,
we propose a scalable and customizable big data analysis system
that enables researchers to study complex questions about our
society as depicted in news media for the past few centuries by
applying cutting-edge text analysis tools to large historical newspa-
per collections. We discuss our experience with building a prelimi-
nary version of such a system, including how we have addressed
the following challenges: processing millions of digitized news-
paper pages from various publications worldwide, which amount
to hundreds of terabytes of data; applying article segmentation
and Optical Character Recognition (OCR) to historical newspapers,
which vary between and within publications over time; retrieving
relevant information to answer research questions from such data
collections by applying human-in-the-loop machine learning; and
enabling users to analyze topic evolution and semantic dynamics
with multiple compatible analysis operators. We also present some
preliminary results of using the proposed system to study the so-
cial construction of juvenile delinquency in the United States and
discuss important remaining challenges to be tackled in the future.

CCS CONCEPTS
• Applied computing → Optical character recognition; Doc-
ument analysis; • Computing methodologies → Image segmen-
tation; Natural language processing; Information extraction;
Neural networks; • Human-centered computing→ Information
visualization.
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1 INTRODUCTION
Digitized historical newspaper collections create unique opportuni-
ties and challenges in the realm of big data analysis systems. For
domains like the social sciences and journalism, the availability
of these large data collections can provide researchers (and the
public) with the resources to ask broader questions of historical
relevance. This type of information, if available, was previously
only accessible by visiting a library or an archive and performing
extensive manual research.

Many new insights can be obtained by querying these large col-
lections, which often span multiple centuries. The availability of
large collections of digitized data is a significant step in retrieving
answers to these questions, but it is only one such step. Recent
years have seen significant progress in Natural Language Process-
ing (NLP) and text analytics, creating an unprecedented opportunity
to leverage advanced text analysis techniques to provide interac-
tive support for social scientists to analyze massive amounts of
text content to explore and test interesting research hypotheses.
However, several complex challenges remain in developing a fully
customizable and scalable big data analysis systems focused on
processing such historical newspaper collections.

First, many of the available historical newspaper collections
contain millions of digitized newspaper pages from various publi-
cations worldwide, which amount to hundreds of terabytes of data.
This size of the data and the required real-time interaction create
challenges in designing efficient, intelligent algorithms to quickly
process the data and generate insightful semantic analysis results.

https://doi.org/10.1145/3539781.3539795
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Even retrieving relevant information to answer research questions
from such data collections, which are huge both in size and variety,
presents challenges that are in many ways unique to newspapers
in general and sometimes specific to historical newspapers.

Second, newspapers present many variations between publica-
tions and within publications over time. Though the text generated
by performing OCR on historical newspapers has improved consid-
erably over the years, it is far from perfect. Also, digitized news-
paper collections do not usually segment articles or differentiate
them from advertisements. Thus, much work must be done before
optimally relevant materials may be retrieved.

Third, it is unclear how to design a unified system for flexible
analysis. Although many NLP and image analysis tools are avail-
able, there are questions about which ones to employ, and how to
integrate them. Additionally, customizing them to effectively sup-
port a researcher in exploring, generating, and testing interesting
research hypotheses remains an open challenge. In particular, as it
is often difficult to pre-specify the analysis process, we want to en-
able users to interactively control the analysis, combining multiple
tools as needed. Moreover, different digitized historical newspaper
collections and the data available through them may need different
kinds of analysis, depending on the research question. So, how can
we add novel capabilities to support dynamic analysis involving
users in the loop?

In this paper, we study how to build such a system by leveraging
state-of-the-art Artificial Intelligence (AI) techniques to address
the challenges outlined above. Specifically, our contributions are as
follows:

(1) We propose four design principles and a modularized archi-
tecture for creating such a system.

(2) We evaluate how well some of the current AI techniques
(e.g., OCR, newspaper article segmentation, and semantic
search) work on the historical newspaper images and text.

(3) We propose using multiple compatible text analysis opera-
tors to support a potentially huge number of different analy-
sis workflows (to accommodate different application needs).

(4) We provide initial support for human-in-the-loop collab-
oration between social science researchers and AI-driven
analysis systems.

We design a novel customizable and scalable big data analysis
system for processing and analyzing digitized historical newspaper
collections, implement a preliminary version of this system, and
evaluate its utility using a case study of the social construction of
juvenile delinquency in the U.S. Finally, we discuss our research
findings, and elaborate the challenges that remain before it will be
possible to fully realize our vision.

2 RELATEDWORK
Historical big data analysis systems that use text and image data are
an active area of research and development. Our system is related
to some existing application systems in this area. Some of the ini-
tial works on creating searchable historical newspaper collections
mainly involved the tireless manual effort of collecting, curating,
and transcribing documents [9]. The Library of Congress (LOC) has
recently designed and developed a web application called News-
paper Navigator, which is a public dataset that contains extracted

headlines and visual content processed on 16.3 million historical
newspaper pages on the Chronicling America (LOC-CA) website
[25]. This is an extensive work involving multiple products, includ-
ing a scalable pipeline, a fine-tuned Deep Learning model, and a
website for querying and retrieving image and textual content. In
many ways, this is close to the retrieval component in the proposed
system. However, we need to go beyond a standard search capability
by supporting interactive text analysis as many hypotheses require
deeper analysis of text content (e.g., temporal pattern analysis, topic
evolution analysis, and comparative semantic analysis). Such capa-
bilities are generally not available in current systems dealing with
newspaper content. Our system aims to support researchers in a
general way, including a visualization interface to enable a user to
to digest patterns in data intuitively.

Word embedding techniques have been recently shown to be
quite effective for computing lexical relations and representing text
data in a neural network [36, 47].We use these techniques to provide
interactive text analysis functions for social science researchers,
enabling them to explore interesting lexical relations in historical
newspaper collections. Such functions have been studied in the
data mining community [49], where a topic cube is constructed to
enable Online Analytical Processing (OLAP) of both text and non-
text data (e.g., time and location). However, this kind of analysis
has not yet been practical enough to be implemented in a robust
interactive system, and usually only capture general topics and
trends, which are insufficient for deeply analyzing a focused topic
such as juvenile delinquency. More specialized text analysis systems
have also been developed (e.g., for interactively analyzing reviews
[50]), but no such system has been built that can analyze large
historical newspaper collections.

There are already some text analysis software that can provide
partial support for specific types of analyses, which we reuse as
modules in our system. The ShiCo tool [23, 30] supports visualizing
concept changes over time that we apply to support users in discov-
ering terms that have been used to describe a concept in different
time periods. Kibana [5] is an open-source interface for retrieval
and visualization of data that we use to support a user in finding
relevant articles from historical newspapers and visualizing basic
statistics and comparisons of relevant articles over time. We also
provide a novel formulation and implementation of Cross-Context
Lexical Analysis (first demonstrated by [31]), which allows users
to quantify and visualize changes in word meaning and usage over
time. We combine all these tools in a novel system that uniquely
involves humans in the loop throughout all text analyses.

3 SYSTEM DESIGN
In this section, we discuss the design principles, architecture, and
capabilities of a novel system that integrates Machine Learning
(ML) techniques in computer vision and NLP to support flexible
workflows enabling users to combine multiple analysis operators
to accommodate diverse application needs.

3.1 Design Principles
We propose the following design principles: 1) Reuse existing soft-
ware to the maximum possible extent to avoid duplicating work
and assess the utility of existing software for our application. 2)
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Make the system highly modularized, making it easy to extend and
reuse each module. This principle enables easy replacement of any
component with a more advanced one with similar functions but
much faster speed or more accurate analysis results, which we an-
ticipate may become available in the future. 3) Move the computing
environment closer to data wherever possible, through the appli-
cation of Docker containers, to address the issue of transferring
large data collections through the network. 4) Integrate innovative
text analysis techniques not available in any existing toolkit and
design compatible text analysis operators that users can flexibly
combine to generate reproducible customized workflow pipelines
and visualizations for specific applications.

3.2 System Architecture
Based on the principles discussed above, our proposed system con-
sists of six main phases/modules: Data Collection, Image Prepro-
cessing, Image Analysis, Text Preprocessing, Text Analysis, and
Query and Visualization, with each of these phases/modules poten-
tially having some overlap with their neighbors. Each module can
have one or more sub-modules that are specific pieces of software
that perform specific tasks—for example, a specific kind of newspa-
per article segmentation algorithm can be a sub-module within the
Image Analysis module. Various combinations of the sub-modules
will be needed to process a newspaper collection. A central admin
web application could be used to turn these sub-modules on and
off and configure them with specific parameters. Internally, the
orchestration of the modules and the sub-modules will be through
the interaction of Digital Transformation, Data Management, and
Workflow Management software. There are some excellent candi-
dates for Workflow Management software like Apache Airavata
[29], Apache AirFlow [1], Parsl [15], for Data Management like
the Clowder Framework [28], and for Digital Transformation like
Brown Dog [34, 41]. We will be looking into these and other rele-
vant software before finalizing the design of the system. Our goal
is to leverage existing software as much as possible. Figure 1 shows
a high-level architecture diagram of the proposed system.

3.3 Text Analysis Support
To enable a single system to support flexible text analytics on his-
torical newspapers that can be adapted to support different social
science research questions, we have designed the architecture of the
text analysis subsystem to reflect the logical text analysis workflow,
leading to three main modules with multiple sub-modules: Text Pre-
processing (e.g., spelling correction, stemming), Text Analysis (e.g.,
word embeddings, semantic search), and Queries & Visualizations
(e.g., term frequency histograms), as shown in Figure 2. Each sub-
module is implemented as a microservice using Flask.1 We chose
the microservices architecture because it enables us to develop each
(sub-)module independently. Depending on the application needs,
we can trade accuracy for efficiency or vice versa. More importantly,
all the sub-modules can be flexibly combined to create specialized
workflows for specific tasks. Section 4.5 presents examples of such
workflows. Commonly used workflows could also be recommended
to other similar users to assist them with performing similar tasks.
This design is analogous to combining and ordering operators (cf.

1https://flask.palletsprojects.com/en/2.0.x/

Figure 1: A high-level architecture diagram of the proposed
system for historical newspaper analysis showing its vari-
ous modules.

sub-modules) to create functions or “macros” (cf. workflows) in
Microsoft Excel. Common macros could be recommended to users
to easily apply the selected sequence of operators to their text data.

Another novel feature is that the Text Analytics Support follows
a human-in-the-loop model to optimize user-system collaboration
in an analysis workflow. Many NLP algorithms are based on super-
vised ML, whose accuracy depends on the availability of training
data. With human-in-the-loop systems, users can easily annotate in-
creasingly more training data to continuously improve the accuracy
of a module as needed. The web-based platform developed using
Python, Flask and JavaScript engages users in the entire analytics
pipeline, including article selection and uploading for further anal-
ysis, data annotation to create benchmark datasets for supervised
text classification and ML, interpretation of analysis results, and
provision of feedback for model improvement. User actions can
be recorded to generate log data, which further enables the use of
ML algorithms (e.g., collaborative filtering) to recommend effective
analysis actions to future users.

4 DESIGN AND IMPLEMENTATION OF A
PRELIMINARY SYSTEM

In this section, we describe how we have followed the design prin-
ciples and architecture in the previous section to implement a pre-
liminary system based on the state-of-the-art AI techniques and
software and discuss our observations about their effectiveness.
The system consists of six modules.

4.1 Data Collection
This module collects data from relevant sources and downloads it
into suitable data and compute resources. As with many big data
systems, moving data from one system to another can be costly
or time-consuming. Hence, we propose the approach of moving
compute closer to data wherever possible. The data obtained from

https://flask.palletsprojects.com/en/2.0.x/
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Figure 2: Architecture diagram of the human-in-the-loop
Text Analysis Support.2

various sources can be heterogeneous in structure, and hence some-
times data transformations will need to be applied to convert data
into a processable format.

4.1.1 Library of Congress Chronicling America Newspaper Collec-
tion. We started the data collection phase by looking at some free
and publicly available historical newspaper collections in the United
States. LOC-CA, a well-known newspaper collection, provides ac-
cess to information about historical American newspapers and
select digitized newspaper pages [2]. The digitized newspaper col-
lection consists of JPEG/PDF files containing scanned newspaper
pages, XML files containing machine-readable text and metadata
encoded in Analyzed Layout and Text Object (ALTO) format, and
text files containing plain text obtained after performing OCR. This
website provides access to historical newspapers that are in the
public domain from about 1777 to 1963. At the time of writing this
paper, about 18.8 million pages of digitized U.S. newspapers are
available through this website.

Since our work focused on studying the evolution of juvenile
delinquency in the U.S. as a social construction, we started by
running search queries against the LOC-CA website and down-
loading relevant output files (JP2, XML, and TXT). Some of these
search queries used the keywords juvenile delinquency, delinquency
child, and delinquency youth. Later, we designed and developed
a command-line application written in Python to perform these
searches using the LOC-CA website’s Application Programming
Interface (API) and perform the bulk download of various data (im-
ages, text files, and JSON format metadata) as needed [38]. Using
this program, we downloaded 18.4 million text files and 500,000
scanned newspaper images from the LOC-CA collection for the
initial analysis.

2Here, CCLA stands for Cross-Context Lexical Analysis (see Section 4.5.2).

4.1.2 ProQuest Historical Newspapers™. Later, we got access to
the ProQuest Historical Newspapers™ (PHN), another historical
newspaper collection containing the text of segmented newspaper
articles [7]. From this newspaper collection, we are using about 58
million documents for the initial analysis.

Because the PHN license has restrictions on what we can and
cannot do with the data, we had to take steps to ensure we met
with all aspects of the licensing agreement.

4.2 Image Preprocessing
The Image Preprocessing module addresses the need for preparing
the digitized historical newspapers for the image analysis phase.
As with any other computer vision pipeline, image preprocessing
is an important step. Some of the commonly used preprocessing
steps are image resizing, brightness and contrast corrections, noise
removal, sharpening, and geometric transformations. Each news-
paper collection may need a mix and match of these preprocessing
steps depending on the age, condition of the original newspaper,
quality of the scanning process, and image compression method.
We can use this module to select the kind of preprocessing needed
and set the various parameters needed to improve the images or
standardize them before further processing.

4.3 Image Analysis
The Image Analysis module encompasses all the analyses done on
the images after the preprocessing step. These can be algorithms
used to perform OCR or newspaper segmentation or any other op-
eration performed on the image to retrieve some useful information
from it. Here also, there would be many image analysis methods
applicable for various newspaper collections. A user would choose
those methods relevant to the newspaper collection they are using.

As part of the Image Analysis module, we did a preliminary
analysis on the initial set of query results from the LOC-CA website
for data quality. We developed a program that overlays numbered
rectangles (representing text boxes) on top of the scanned newspa-
per page after parsing the ALTO XML data [37]. During this initial
analysis, we observed some of the limitations of the text obtained
from the LOC-CA website. For example, the extracted text was not
segmented into individual newspaper articles. It did not always
follow the reading order, and the text quality needed to be improved
[42]. We later decided to work with the existing data from LOC-CA
and improve it by performing newspaper article segmentation and
doing re-OCR.

For doing re-OCR, we looked into popular open-source OCR
engines like Tesseract [43]. It comes with many options for im-
proving image quality, thereby improving the overall quality of the
text output. We applied some of the methods described in its docu-
mentation to improve the text obtained from the LOC-CA website
[4]. The Tesseract output text file followed the reading order, but
it did not do newspaper article segmentation. We also looked into
other OCR solutions like Google Cloud Vision API [8]. We created
a small Python-based client using the Google Cloud Client Python
Library [11] to submit sample images to the Google Vision API for
OCR. The results obtained from using Google Cloud Vision API
were better compared against Tesseract’s output, but it also does
not take care of newspaper article segmentation.
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For performing newspaper article segmentation, we started by
exploring a recent work on newspaper segmentation that uses Deep
Learning [32]. Due to its limitations around the unavailability of
published training data or trained models, we could not proceed
much further. We then started creating a proof-of-concept model
for segmenting newspaper articles using Mask R-CNN [12]. This is
a well-known open-source implementation of the Deep Learning
instance segmentation (the task of identifying object outlines at the
pixel level) model by the same name [19]. We forked this repository
and added code for segmenting scanned newspaper images [39].
We obtained 44 scanned digital historical images from the LOC-CA
website by running search queries like“juvenile delinquency” and
“delinquency child”. We used these search queries to get images
representative of the data used in the research use case driving the
system development. From within the search results, these images
were randomly selected. We then manually annotated the images
using these six classes: ad (advertisement), article, the masthead,
run head, photo, banner, resulting in a total of 1129 ground truth
annotations. We split these into a training dataset containing 34
images and a validation dataset containing 10 images. We trained
the Mask R-CNN model using transfer learning based on a ResNet-
101 backbone network [20] that was pre-trained on the MS COCO
dataset [26]. For doing transfer learning, we trained only the net-
work heads following similar examples in the Mask R-CNN source
code [12]. We also used data augmentation (selected as up to three
of these transformations: flipping the image horizontally, rotating
the image by +/- 5 degrees, adding brightness to pixels, blurring im-
age pixels) to add more variations to the training dataset. As shown
in Figure 3, the initial results of performing instance segmentation
on a minimal dataset of historical newspapers show some promis-
ing results. However, in some instances, the segmentation is off
by a lot. We believe that the model could be improved by adding
more training data and training all the network layers. There is
a similar work that poses newspaper article segmentation as an
instance segmentation problem and uses the same Mask R-CNN
model that we also used [14]. The results obtained by their model,
which was trained on a larger dataset, look really promising, though
it is not clear if it would perform similarly with digitized historical
newspapers, which usually contain more noise than their modern
counterparts.

Figure 3: Initial results of training a Mask R-CNN model
to perform instance segmentation of various regions of the
newspaper page3, including articles.

3Image source: Library of Congress, Chronicling America: Historic American
Newspapers site; multiple images.

4.4 Text Preprocessing
The text preprocessing module takes in text data from the data
collection and image analysis stages and prepares it for further
analysis. Currently, it parses text data in the JSON and XML for-
mats using Python. It also performs text cleaning, i.e., removing
noisy characters, stemming, and lowercasing using Python and
analyzers in ElasticSearch [3]. Currently, we have processed the
PHN collection described in Section 4.1.2.

Moreover, as described in Section 4.3, there are multiple OCR er-
rors, such as spelling errors (e.g., ‘the’ -> ‘tbe’, ‘Of’ -> ‘Nf’), missing
words, and missing punctuation. Such errors reduce the accuracy
of the text analysis modules and hamper readability. To overcome
such problems, we experimented with several post-OCR correction
approaches [17], but found that existing spelling correction [22]
and punctuators [45] worked best for our use-case, primarily be-
cause they introduced few additional errors. To further reduce the
possibility of introducing new errors, we took a conservative ap-
proach of only accepting spelling corrections if they were common
words (e.g., ‘the’) or had a small edit-distance (1 substitution) to the
original word.

For efficient search, we indexed the newspapers (title, abstract,
publication date, publisher URL, and body) in ElasticSearch.

4.5 Text Analysis
The central question that our current text analysis module aims
to investigate is how the meaning and usage of a concept varies
over time in a given text collection. For this, we support two kinds
of analyses: 1) human-in-the-loop semantic searching of articles
about a concept, and 2) tracking changes in these terms’ meanings
and usages. We describe the two workflows below.

4.5.1 Human-in-the-loop Semantic Searching of Articles About a
Concept. One common use-case of the system is to help researchers
identify articles about a concept, for which an exact match of
the concept terms is usually insufficient. We explored multiple
approaches for semantic search as described below:

a) Word2Vec Embeddings: One sub-module trains word embed-
dings. Since the meaning of terms and concepts undergoes seman-
tic shifts, we divided the article corpus into multiple segments by
decades and one model was trained per segment. The vocabulary
of the models included phrases identified using the Python Gensim
Phrases module,4 which automatically detects common phrases
based on collocation.

Our interactive browser enables users to select a Word2Vec
model to find synonyms of terms. Further, it automatically gener-
ates queries (i.e., Proximity Search Query) for finding those terms
and synonyms using Kibana and ElasticSearch. Users can copy and
paste the generated queries in the Kibana search tab in our browser.

b) Semantic Concept Shifts Exploration: Since the terms used to
describe a concept undergo semantic shifts, it is useful to track such
shifts for semantically finding articles about the concept. For this,
we leveraged the ShiCo tool. Given a set of seed words, it shows
the most related terms based on the cosine similarities between the
word embeddings. It also visualizes how the words similar to the

4https://radimrehurek.com/gensim/models/phrases.html

https://radimrehurek.com/gensim/models/phrases.html
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seed words changed over time. The visualization is in the form of
word network graphs where the words related to each other are
connected by a graph edge.

The tool has two different underlying algorithms to find similar
words, Adaptive and Non-adaptive. The Non-adaptive algorithm
uses only the set of user-provided seed words to find the most
similar words for each decade. The Adaptive algorithm modifies
the set of seed words over time in either the “Forward” direction,
where seed words are updated from the last decade to the earliest
one, or “Backward” to do the opposite. For example, using the
“Forward” direction starting from the 1990s, it would first find a set
of the most similar words to the user-provided seed words using
the 1990s word embedding model. This new set now becomes the
seed words for the 1980s. This process continues until the earliest
decade (the 1800s).

We also modified the tool to accept multi-word (phrase) queries.
Phrase embeddings are created by taking the average of the word
embeddings of its constituent words.

Figure 4: Word Network graphs showing the most similar
terms to the input query “juvenile, delinquency” on the
ShiCo tool based on Google-Ngram corpus models in 1824
(left) and 1924 (right). Note that there is no association (edge)
between “juvenile” and “delinquency” in 1824, but one ap-
pears in 1924.

c) Topic Modeling: Similar to word-embeddings, topic modeling
is another useful approach to identify related terms and synonyms
for semantic search. Thus, one sub-module enables users to run
topic modeling (LDA algorithm using Python Gensim) on selected
articles (e.g., articles matching a query).

The topics generated by the algorithm can sometimes be hard
to interpret. To help with the interpretation, the system shows the
top words per topic and topic overviews (i.e., sentences with the
highest topic coverage in articles with the highest topic coverage).
The number of topics is a meaningful parameter for our envisioned
applications, which users can set to different values as needed to
examine the mined topics at variable resolutions.

d) Frequency Analyses of Search Terms: Once the terms belonging
to a concept are discovered, the next step for a user is to see how the
terms were used in the text collection in different decades. For this,
we use the Kibana tool because it has features to search and build
visualizations on top of large text collections. The search queries in

Kibana can be specified in the Kibana Query Language or Lucene
syntax.

After initial exploration of Kibana, we found two main visualiza-
tions to be useful, Normalized Time Series and Time Series. Nor-
malized Time Series visualizes the fraction of documents (search
articles) containing the search terms over time, while the Time
Series visualizes the absolute counts of documents. For both the
visualizations, filters can be applied based on the time period of
interest or other relevant facets of the indexed documents. Further,
multiple time series can be shown on the same visualization to
compare the time trends for different search queries.

Figure 5: Normalized time-series curves on Kibana show-
ing the fractions of documents matching the search queries
over time. The figure compares the fractions of documents
containing the terms “juvenile” and “juvenile delinquency”
over time.

e) Text Classification with Human-in-the-loop Improvement: In
addition to the unsupervised approaches discussed above, the sys-
tem also enables users to create benchmark datasets by uploading
articles and annotating whether an article is about a concept or
not. Users can also highlight and save the sentences describing
the concept within the articles and take notes. The dataset can be
used to train supervised ML algorithms (i.e., Logistic Regression,
Random Forest, XGBoost) with TF-IDF features of unigrams and
bigrams using Python Sklearn.5,6

All the sub-modules mentioned above can be used together for
semantic search (see Figure 6). A typical workflow could be to first
identify synonyms and terms used to describe the concept (sub-
modules a, b, and c), search candidate articles and explore them
using Kibana (sub-module d), and find more relevant articles using
text classification algorithms that can be continuously improved
with human in the loop (sub-module e).

5https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.
text.TfidfVectorizer.html

6Currently, unigrams and bigrams are produced with Sklearn’s default n-gram
tokenizer, but we plan to integrate Gensim Phrases n-grams in this approach.

https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html
https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html
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Figure 6: A screenshot of our new tool. Users can search for
words and phrases (e.g., “juvenile delinquency’), and the tool
returns themost similarwords to thembased on the selected
word embedding model, then generate a Kibana query to
find documents containing at least one of these words.

4.5.2 Analyze Changes in Term Meaning and Representation. To
analyze how the meaning and usage of terms changed over time, we
support the CCLA approach developed by [31], which is not avail-
able in any existing text analysis system. In general, it is not possible
to directly compare learned representations of word meaning (e.g.,
embeddings) from independently trained models; but CCLA allows
one to performmeaningful comparisons between word embeddings
trained on different datasets by computing the similarity of a query
word‘s representation to other word representations from the same
model, then comparing these similarities to those of the query in
another model.

CCLA can be applied to the data in our system in various ways,
depending on the purpose of analysis. Here we illustrate one such
example, which we use to perform the experiment highlighted in
Section 5.2. We first trainWord2Vec models (using the same process
described in Section 4.5.1) to create word embeddings for all text
data from each decade. For each decade model, given a query, we
find the k most similar word embeddings (measured by cosine simi-
larity) in the model to that of the query to form a “similarity vector”
of the query with its k-nearest neighbors in the model, where each
element of this similarity vector is simply the cosine similarity
score between the word and each of its nearest neighbors. Next,
we compare the query’s similarity vectors between two decades by
computing their cosine similarity, yielding a “similarity of similar-
ities” score (CCLA score), which is a single real number in [0, 1]
measuring the similarity of the query’s representation (relative to
its nearest neighbors) in the models for each decade. Finally, scores
are normalized for each pair of decades with respect to that of all
other tokens (or a random sample of such) at the intersection by

subtracting their mean and dividing by their standard deviation.7
Plotting these scores between successive decades reveals the change
in the query’s representation.

5 PRELIMINARY EXPERIMENTS
Our system is meant to be a general system to support many differ-
ent applications in the social sciences, but it has been motivated
by a specific research question, namely: how has the concept of
juvenile delinquency been socially constructed over time in news
media? We use this example to conduct preliminary experiments
that demonstrate the usefulness of the current system and illustrate
a few remaining challenges.

5.1 A Motivating Example
Juvenile delinquency is a social construction [21]: the category that
separates children and adults through the social meanings of vari-
able age boundaries is constructed, as is the notion that they should
not be treated in adult criminal court. This social construction laid
the foundation for separate treatment of juvenile delinquents. Re-
formatory and industrial schools were first introduced in Britain
in the 1850s for juvenile delinquents. Juvenile courts were not in
formal existence until 1906 [33], due to concerns of dangerous ju-
venile cases [33]. However, it is unclear when and how the term
“juvenile delinquency” entered the news media.

The social construction of juvenile delinquency can be examined
through newspapers. The news is a venue to understand social
reality. People use the news to learn about the social world and
make informed decisions. During this process, the reality described
by the news is taken by the public even if it does not accord with
the underlying reality. Gradually, the news constructs the social
reality [13]. For example, some scholars argue that journalists or
news organizations may tend to report certain “unusual” news,
presenting a reality that is biased to startle, amuse, or excite the
reader [18, 27, 35].

In the early 1800s, rising juvenile delinquency had become a big
issue in Britain. According to the British Parliament records (1817),
200 boys had been in custody from August 25 1814, to October
1816. In addition, from 1812 to 1816, 4659 delinquent juveniles were
transported to Botany Bay, Australia, and 1116 of them were under
twenty-one years of age [6]. This trend continued: based on the
British Home Office statistics (1846), the proportion of offenders
under age 20 increased from 27.3% in 1842 to 30.5% in 1845 [10].

Do these records actually correspond to an increase in deviant
behavior of young people? Or are they only an indication that
people were more likely to report such behavior to the officials?
In other words, did the juvenile deviant behavior become a social
problem due to its actual harm or because of social recognition? It
will be helpful if we can read through documents related to juvenile
delinquency in the past hundreds of years. However, it is impossible
to accomplish this task manually. Even the page-flipping of one
hundred years of newspaper documents could take months and
years. With high-performance computing, our system, for the first

7We added this normalization step after discovering that there is considerable
variation in CCLA scores by decade, with average scores loosely proportional to the
amount of data used to train that decade’s Word2Vec model. We found that average
word embedding cosine similarities were positively correlated with training dataset
sizes. To our knowledge, this effect has not yet been studied.
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time, enables addressing this research question using interactive
text analysis.

5.2 CCLA
We experimented with the CCLA approach [31] described in Sec-
tion 4.5.2 to analyze how the meaning and usage of “juvenile delin-
quency” changed over time (see Figure 7). This analysis was per-
formed with respect to a special aggregator token, “JUDEL”, which
was created by temporarily replacing all occurrences of a set of
terms that have historically been used to refer to “juvenile delin-
quency” (including, e.g., “juvenile delinquency”, “young incorrigi-
ble”, “teddy boy”) with “JUDEL” before training Word2Vec on the
PHN data. We obtained this set by asking a domain expert to list
several terms that are known to have referred to the concept of
“juvenile delinquency” before the term entered popular usage; but in
principle, similar lists could be automatically generated using text
mining techniques like ShiCo [23, 30] (see Section 4.5.1), optionally
allowing users to decide which mined terms are included in the
aggregator token. We plan to integrate this workflow in the future.

Figure 7: Plot of the (normalized) CCLA score over timewith
respect to an aggregator token we call “JUDEL” (described
in Section 5.2) for k = 11. Each point represents the score
computed with respect to the models of the decades to its
left and right, where dips correspond to periods in which
the query’s meaning changed the most.

One interesting trend that emerges in this analysis is the relative
semantic stability of JUDEL around 1840-1880, and the rapid change
it experiences in the following few decades (see Table 1). Much of
this stability is due to its relationship with the words “reformatory”
and “reformatories”, which quickly rise to the top of the list of
JUDEL’s nearest-neighbors list in 1840-1850, where they stay until
1890-1910, at which point they rapidly fall down the list. This time
period closely corresponds to the adoption and subsequent aban-
donment of reformatories in the US and UK during this period [40].
Thus, using CCLA, our system is able to highlight periods of rapid
semantic change, which users can easily interpret by consulting
the nearest neighbors of their query during such periods.

1840 1850 1860 1870 1880 1890 1900 1910

reformatory 11 1 2 5 2 1 2 11
reformatories - 2 1 1 1 4 1 4

Table 1: The position of selected tokens in the lists of
JUDEL’s nearest neighbors.

5.3 Quantitative Evaluation of Semantic Search
Searching for the JUDEL token in Kibana, we found 29 articles
out of ~92,000 articles published until 1830. Based on some early
exploration, we found that the JUDEL token alone mostly had
general synonyms of crime (e.g., “crime”, “depravity”), and not youth
crime specifically. So, we identified synonyms of both “JUDEL”
and “young” in the news articles during 1790-1830 (using word
embeddings) and searched for their co-occurrence using Kibana.
To ensure higher precision, the co-occurrence was required to be
within a set window (10 words).

Using this approach, we identified an additional 237 candidate
articles about juvenile delinquency. The domain expert created a
benchmark dataset by labeling those candidate articles and found
19 relevant articles (in addition to the 29 relevant articles found
using the “JUDEL” token). Thus, the precision of the Word2Vec
models was 8% (19/237). While this score appears to be low, it
is significantly higher than if we would randomly choose more
candidate articles for the expert to annotate, saving a significant
amount of time for our expert annotator. Another useful approach
using our interactive tool could be that users iteratively refine the
query to better capture crime committed by young people and not
towards young people (e.g., using queries like “young boy arrested”),
which was a common cause for false positives.

This dataset was also used for training text classification algo-
rithms. The test set accuracy using nested stratified cross validation
(or “double-cross” [44]) with k = 5 for the outer loop and k = 3 for
the inner loop is shown in Table 2. Random and Stratified Random
are baselines. Random generates predictions uniformly at random
and Stratified Random generates predictions by respecting the train-
ing set’s class distribution. As can be seen, XGBoost had the best
performance. This suggests it is feasible to train reasonably accurate
classifiers for this task with humans in the loop. The classifier can
be continuously improved over time using ML as users annotate
more articles, and a user can control the tradeoff between the effort
and accuracy based on the need of a specific task. The annotated
dataset can be released to the research communities to facilitate
new research in ML and NLP.

Accuracy Precision Recall F1

Random 0.466 ±0.05 0.136 ±0.02 0.38 ±0.12 0.199 ±0.04
Stratified Random 0.688 ±0.05 0.175 ±0.1 0.184 ±0.1 0.176 ±0.09
Logistic Regression 0.842 ±0.04 0.631 ±0.34 0.276 ±0.19 0.354 ±0.23
XGBoost 0.868 ±0.02 0.754 ±0.14 0.442 ±0.12 0.541 ±0.1

Table 2: Performance of the classifiers on the test set for pre-
dicting articles about “juvenile delinquency.”
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5.4 Computational Performance and
Scalability

Due to the difference in licensing of the data collections we used, we
downloaded and processed the data in two different computing envi-
ronments. For downloading and processing the LOC-CA collection,
we used two systems. One was the National Center for Supercom-
puting Applications (NCSA) Hardware Accelerated Learning (HAL)
Cluster [24] and the other one was Pittsburgh Supercomputing
Center (PSC) Bridges-2 [46]. We were also supported by the XSEDE
Extended Collaborative Support Service (ECSS) program [48]. For
indexing, processing, and analyzing the PHN collection, we used
an in-house dedicated computing environment called TIMAN.

5.4.1 Downloading Datasets. For downloading the entire LOC-CA
collection, we used 1 compute node from PSC Bridges-2 (AMD
EPYC™7742 - 128 cores and 256GB RAM per node). We started
testing the download program with a few parallel tasks per node
and increased that number to 128 in production.We used the Python
Multiprocessing package to download different data batches in
parallel using the LOC-CA Bulk Data API. We also added a sleep
time of 0.01 seconds after each HTTP request to avoid running into
any possible rate-limiting issues at LOC-CA. We used about 15,353
core-hours (SUs) for downloading 18.8 million text files, 18.8 million
JSON files containing page metadata, 3.5 million ALTO XML files,
and 500,000 JP2 images from LOC-CA (and testing the download
program).

5.4.2 Image Analysis. For training theMask-RCNNmodel, we used
1 compute node from NCSA HAL Cluster (NVIDIA® Tesla® V100 -
1 GPU, 16 CPU cores per node, and 1.2GB RAM per CPU core). The
training time was usually around 8-10 hours. The average training
image resolution is 5595 x 7653. The images are scaled down to 800
x 1024 during the training process. We understand that the training
time can be reduced by using more compute resources. As we add
more training data, we will need to improve the efficiency of the
training process. Once the model is trained, actually performing
the segmentation is almost instantaneous.

5.4.3 Text Analysis. For text analysis modules, we used TIMAN (4
Intel®Xeon®Silver 4210 CPUs, containing 40 cores and 80 threads
total).

Indexing PHN took over a week using Python’s parallel bulk
ElasticSearch indexing function8 with 4 threads, creating an index
of size 175GB.

Training Word2Vec embedding models on each decade of PHN
took 47 hours total using 4 cores and 16 worker threads. Once
trained, all models take up 17.5GB of space, and may be used to
perform a single CCLA query across all decades in ∼1.6ms on a
single thread. Training the text classifiers took up to 30 minutes,
depending on the classifier and its parameters (e.g., number of trees
for XGBoost), while testing was essentially instantaneous. With
larger training data sets and more sophisticated neural-network
based classifiers, GPU-based machines would be more appropriate.

8https://elasticsearch-py.readthedocs.io/en/7.x/helpers.html

For Topic Modeling, we used Python’s parallelized LDA.9 The
processing time mainly depends on the number of documents, iter-
ations/passes, and topics. For example, mining 50 topics from ~7.7
million documents (articles containing the word “juvenile”) with 8
threads, 10 passes and 100 iterations took over 2 days.

5.4.4 Potential Challenges. Our system requires substantial offline
pre-processing to prepare the datasets (e.g., OCR and text indexing)
and training of some analysis modules (e.g., article segmentation
and word embedding models). Though these steps can take a long
time, they only need to be performed when new data is added
or pre-processing modules are updated, which happens relatively
infrequently and can be scheduled for periods of low server utiliza-
tion. Thus, we do not envision that the offline requirements of our
system will produce serious performance bottlenecks.

However, the online components of our system may face more
significant performance challenges if they need to support many
users at once, particularly in storing or processing large quantities
of user-generated data (e.g., annotations for human-in-the-loop
text classification). Both the ShiCo tool and the Kibana system
sometimes took up to 3-4 minutes for complex queries with mul-
tiple search phrases over the full corpus. In the future, we plan to
improve the performance of the ShiCo tool by incorporating vec-
torization and parallel processing. Kibana query performance could
be improved by increasing and tuning the number of ElasticSearch
clusters and the number of shards (currently, we use 1 and 3 of these,
respectively). Additionally, while parallel processing of queries in
a search engine is mature [16], the best way to support parallel
processing of various text analysis operators is an important future
research direction whose solutions will most likely depend on the
specific operators.

6 CONCLUSION AND FUTUREWORK
In this paper, we studied how to leverage state-of-the-art AI tech-
niques to build a general system to enable researchers to use histor-
ical news data to investigate research questions in social science.
We presented the design, implementation, and preliminary eval-
uation of a novel big data analysis system specifically for using
historical newspaper collections to perform social science research.
The system has built-in pipelines for image analysis and text analy-
sis, accommodates different newspaper collections, and supports
interactive text analysis and visualizations. The system was built
based on multiple existing software and two new analysis modules
that we have developed (i.e., human-in-the-loop text classification
and cross-context lexical analysis). We presented some preliminary
experiment results using a novel social science research question
about juvenile delinquency.

Overall, our experimental results show that a researcher user
can already perform meaningful research with our current system
by using various text analysis operators supported by the system,
demonstrating the great promise of the system as a novel research
tool for social science researchers in enabling them to apply many
powerful text analysis tools to the large historical news collections
and study interesting new questions.

9https://radimrehurek.com/gensim/models/ldamulticore.html

https://radimrehurek.com/gensim/models/ldamulticore.html
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The two new text analysis modules we have implemented have
both been shown to be effective. The human-in-the-loop text classi-
fier was able to learn effectively from user annotations to recognize
relevant articles with high accuracy, with the potential to continu-
ously improve its accuracy with additional user annotations; and
the CCLA analysis pipeline was able to reveal interesting new in-
sights helpful for research hypothesis exploration and verification,
augmenting the intelligence of a social science researcher.

Our results also show that the state of the art software in image
processing and text analysis work reasonably well in our appli-
cation, but there are also many limitations that we still need to
address in the future in order to fully realize our vision.
1. Data Preprocessing: We observed the limitations of the text
obtained from the LOC-CA website (e.g., lack of newspaper article
segmentation and suboptimal OCR text quality), which meant that
we could not use this data to achieve the social science research
objectives. We also learned that some of the popular software for
OCR, like Tesseract and Google Cloud Vision API, does not per-
form article segmentation well on historical newspapers. Due to
these limitations, we are applying image analysis techniques to do
newspaper article segmentation and re-OCR.
2. Full integration of multiple modules and operators: Cur-
rently, each module in our system operates mostly independently.
There could be tighter integration between the individual com-
ponents. For example, users could be enabled to correct any OCR
errors they notice in the results of downstream text analyses, which
could be further used as feedback to improve the OCR algorithms.
3. Improvement of text analysis operators: Weplan to improve
the usability, accuracy and computational performance of individual
components of the existing text analysis sub-modules (e.g., add
active learning in the human-in-the-loop annotation framework).
We also plan to add more types of text analysis functions to make
the system more usable by many researchers.
4. Robust analysis against OCR errors: While document-level
text analysis methods tend to be fairly resilient to OCR and word
segmentation errors (e.g. topic modeling), word-level analyses can
be much more sensitive to them (e.g., ShiCo, CCLA), sometimes
requiring manual post-processing to generate more reliable results.
We need to modify these methods to be more robust to such errors
and notify users when manual corrections may be necessary.
5. Trade-off between automation and user control: We gen-
erally found a trade-off between system customizability or range
of functionalities, which adds to system complexity, and the ease
of usage. Future research needs to be done on how to design a
system that effectively balances this trade-off. For example, the sys-
tem could provide scaffolding to users to gradually improve their
understanding of the system.

We are currently finalizing the design of the proposed system,
connecting different modules together, improving the OCR results,
creating new and updating existing operators based on feedback
from the community, and running performance tests. We hope
that this domain-general system will benefit the community of re-
searchers and enable them to further their research using historical
newspaper collections.
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